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Abstract 
Different optimization schemes are used in the conceptual design stage to obtain the solution domain. The 
results are then used as a starting point for the problem simulation. We address the problem of 
development of parallel simulation of the solution domain by using the sparse computation schemes. Our 
contribution is the analysis of the performance of the proposed preprocessor and postprocessor. An 
example demonstrating the developed method is presented considering a steel metal in the deep drawing 
process.   
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1. Introduction 
We explore in this paper the sparse computation schemes which are a good approach to increase the 
performance through parallel simulation. The literature review revealed that the application of parallel 
schemes in deep drawing processes is rare.  The application of Greedy algorithms has been studied 
(Cansell & Méry, 2007), but no details revealed for drawing processes. Studies on the influence of 
anisotropy (Padmanabhan et al., 2009) on the optimal blank shape showed dependencies among process 
parameters without consideration of the potential to break down the problem to the parallel domains. 
Another approach(Hestenes & Stiefel, 1952) requires significant efforts due to necessity to build a 
function for adaptive response sampling method and translate it to optimization instructions. There are 
proposals (Ambrogio et al., 2006), (Schenk & Hillmann, 2004) to improve the obtained results in 
incremental forming in analytical form, but again their nature is difficult to translate to instructions. 
Different factors including heating, punch speed, holder force(Palumbo et al., 2007), and mesh pitch 
(Bellenger & Coorevits, 2005),(Cansell & Méry, 2007), affecting the quality of the optimized form are 
studied for various metals. 

2. Problem formulation 
The objective of optimization is for a given domain to determine the form of the blank, force distribution, 
and boundary conditions by minimizing the system. We have adopted the sparse computation schemes 
(Ambrogio et al., 2006) for the step-by-step development. For the parallel iterative solver we use the 
conjugate gradient methods (Dongarra et al., 1991), which proved to be efficient when the number of 
elements is large and the amount of communication is significant due to the 3-dimentional nature of the 
problem. Assuming set Ω represents the given domain and is not empty by definition. The greedy method 
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is used over this set to compute an optimal solution, which we define as L. We assume that the solution L 
defines the criteria for optimality, S defines the next possible step of optimization, then the greedy(L,S) is 
an operator defining pairs with respect to Ω.   

2.1. Domain decomposition 
Consider a set of candidates C for the possible optimal solution L.  Our goal is to optimize the set C by 
minimizing or maximizing the value of an objective function using Greedy algorithms. We are using the 
theory proposed by Curtis (Curtis, 2003), which we adopted to the problem using four classes for greedy 
problems. The development process has the initial greedy model Ω, a greedy refinement model for the 
best-global principle and, finally, the refinement model for getting an algorithmic expression. We assume 
that the components of the greedy solution are defined as rep, opt, quotient, domain and lambda and that 
they satisfy the properties for domain defined by theory. The detailed description of the aforementioned 
components can be found at (Curtis, 2003). Now, we have the following defined: 

S – step of the algorithm; 

C – criterion for the global optimality and a pre-order E; 

Greedy – step of the greedy algorithm; 

Initial_value – initial value of the algorithm. 

Preorder ܲሺܱሻ, calculated using the following formula: 

ܲሺܱሻ ൌ ܱ ∈ ܧ ↔ ܧ ∧ ݅݀ሺܧሻ ⊆ ܱ ∧ ሺܱ; ܱሻ ⊆ ܱ. (1)

We start with the initialization as the initial event by starting the execution of the system by assigning any 
value to the solution L. Procedure compute computes an optimal solution among the possible ones, where 
by definition solution ߳ E. We choose criteria and choose to assume that the mathematical structures will 
satisfy the best-global principle. Now, let us explain the algorithms of the best-global principle, which we 
are using to evaluate the mathematical model when an invariant is obtained. The related properties are 
added to introduce the function for modeling the repetition and the next property is derived from the 
assumptions over the current model. Next, the current model S is refined by modifying the compute, 
which computes an optimal solution among the possible ones. The new refinement C2 defines the next 
computation step and the next invariant. As for the previous invariant, a solution exists and not empty by 
definition. A new variable contains the current value and is called current. The initial invariant is refined 
and the next model is introduced until the predefined event is not triggered, which indicates that the final 
invariant is obtained. 

2.2. Shape partitioning procedure 
In this section, we review the partitioning procedure which is used to further optimize the process of 
obtaining the model invariant. We employ parallel algorithms, which are proved to provide better overall 
performance for the modeling. Consider the system for the modeling: 

ݔܣ ൌ ܾ (2)

This system is solved using the Newton-Raphson method. In scalar form, the system can be rewritten as 
follows: 

ݔሚܣ ൌ ෨ܾ, (3)
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where A is stiffness matrix, x is displacement vector, and b is force vector. 

The finite element mesh is partitioned into N contiguous partitions of n elements. For each partition, a 

processing node is assigned. The global matrix ܣሚ is assembled from the partition matrices as: 

ሚܣ ൌܣప෩

ே

ୀଵ

, (4)

where each partition is assembled in the local matrix as: 

ప෩ܣ ൌ ܣሚ



ୀଵ

 (5)

The factorization of the sparse partition matrix is expressed: 

൫ܫ  ሚܣ െ ෩ܹ
൯ ≡ ܮ


ܷ
, (6)

where ܮ
 and ܷ

representing the lower and upper incomplete factors respectively. 

Based on this, it is possible to write the partitioned pre-conditioner system, developed by Liou and 
Tezduyar (Liou & Tezduyar, 1991) as follows: 

෨ܲ ൌෑܮ


ܷ


ே

ୀଵ

 (7)

෨ܲିଵܣሚݔ ൌ ෨ܲିଵ ෨ܾ (8)

According to the formula (8) mesh is decomposed into clusters of elements. The element-level matrices 
are assembled to cluster-level matrices, and the pre-conditioners are formed as sequential products of 
these cluster-level matrices. We propose a method based on preconditioning and utilizing this concept. 
Here, a single cluster resides in each partition as well as all related information required for the formation 
of the pre-conditioner. 

At last, we measure the performance of the proposed modeling based on the pre-conditioners. The other 
instantiation of the modeling is post-processing of the obtained invariants and measurement of its 
performance. First, we consider the greedy part of the refinement, followed by the performance validation 
of the established procedures. 

2.3. Shape optimization procedure 
We have an abstract model Ω, with some variable x and a corresponding invariantܫሺݔሻ, which is refined 
using a concrete model Ωେ, with variables y, and an invariant ܬሺݔ,  ሻ. Respectively, an abstractݕ
,ݔሺܣ ,ݕሺܤᇱሻand a concrete predicateݔ  :ᇱሻ, define the followingݕ

ሻݔሺܫ ∧ ,ݔሺܬ ሻݕ ∧ ,ݕሺܣ ᇱሻݕ ⇒ ᇱݔ∃ ∙ ൫ܣሺݔ, ᇱሻݔ ∧ ,ᇱݔሺܬ ᇱሻ൯ (9)ݕ

or, in other words, there exists a pair of abstract invariant ܫሺݔሻand a concrete invariant ܬሺݔ,  ሻsuch that aݕ
transformation ሺ∃ݔᇱሻ from the abstract ܣሺݔ, ,ݕሺܤ ᇱሻto concreteݔ  ᇱሻby means of the invariantݕ
,ݕሺܬ ,ݕሺܥᇱሻexists. The refinement is identified using a predicateݕ  ᇱሻ, which leads to the transformation asݕ
follows: 

ሻݔሺܫ ∧ ,ݔሺܬ ሻݕ ∧ ,ݕሺܥ ᇱሻݕ ⇒ ,ݔሺܬ ᇱሻ (10)ݕ
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We assume that the solution will terminate, i.e. the predicate ܥሺݕ,  ᇱሻ converges, or, otherwise it isݕ
infinite. Thus, with each next transformation an invariant ܬሺݕሻis decreasing and the following statement is 
derived: 

ሻݔሺܫ ∧ ,ݔሺܬ ሻݕ ∧ ,ݕሺܥ ᇱሻݕ ⇒ ᇱሻݕሺܬ ൏ ሻ (11)ݕሺܬ

Finally, we set up the guards to make sure the derived statement is feasible and the invariants are 
coherent, namely, 

ሻݔሺܫ ∧ ,ݔሺܬ ሻݕ ∧ ሻܣሺܩ ⇒ ሻ (12)ܤሺܩ

where ܩሺܣሻis the guards of the abstract model events and ܩሺܤሻis the guards of the concrete model events. 

Next, we perform the functional domain decomposition of the model Ω, which could be divided to 
improve the computation speed. Explicit decomposition with sub-structuring technique is based on the 
knowledge derived from the physical description of the problem. The computation is performed with 
using parallel algorithms for solvers.  There are two known types of parallel solvers, which are direct 
(Gaussian) solver (Curtis, 2003), and iterative (gradient) solver (Atkinson, 1989). Because of the size of 
the problem, the iterative solver is preferred over another, since it provides better convergence. For 
parallel computation, the message passing interface (Foster, 1995) is used. Before the optimization is 
started, the model analysis is performed and its mesh is broken up into independent pieces, then each one 
is scheduled to parallel computation. The finite element system, boundary conditions, initial conditions, 
material properties, and global optimization criteria are propagated to every partition, since these are 
applied to the model globally and do not carry large footprint on the initial problem description. Next, the 
optimization loop is established assuming that an invariant ܬሺݕሻfor the transformation exists. For the first 
iteration, the initial model must be obtained, which is derived using empirical equations of raw estimation 
of the final form.  

3. Implementation 
The parallel multi-constrained partitioning schema was implemented using an existing finite element 
package MSC.Marc 2005. The implementation of the method is sufficiently enough that it should be 
possible to reproduce in any finite element code. Some technical choices described here are dependent on 
the software package that was used. Namely, the parallel portion of the computation engine was executed 
using NT-MPICH library originally developed by Karsten Scholtyssik and now maintained by Silke 
Schuch from RWTH Aachen University in Germany, which is a free implementation of MPICH  from 
Argonne National Laboratory (Forum, 1994)(Foster, 1995). The optimization procedure was implemented 
as a shell pre-conditioner in MSC.Marc developed by the author. For executing the optimization 
procedures was used an Intel-based machine with 2.66 GHz 8 processors, 4 GB RAM running Windows 
Server operating system. 

4. Example geometries 
In order to evaluate the efficiency of the algorithm, two benchmark problems have been studied. Box with 
flange is presented in Fig. 1. The geometry in Fig. 2 of circular cup can be also used to analyze the 
influence of inner-outer profile on the blank shape.  In all of the problems, the mesh of different sizes has 
been studied, 20x20, and 40x40, in which the first number refers to number of elements in the x-direction 
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and the second refers to that along the y-direction. Depending on the step of the problem, 1 through 8 
processors was used for parallel computation with the analysis performed on the commodity hardware. 

4.1. Example 1: Geometry of box with flange 

 

Fig. 1. Box with flange geometry.  

4.2. Example 2: Geometry of circular box 

 

Fig. 2. Round cap geometry. 

The blank shape optimization governed by the material flow characteristics, anisotropy, and through a 
yield criterion.  The extensive analysis of the problems makes it feasible to capture the influence of 
geometry and process parameters on the final result of the deformation. 

Table 1 – Material properties of aluminum allow (A 6070-O) and mild steel (DC06). 

Property A 6070-O DC06 
E 70 GPa 210 GPa 
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Ν 0.33 0.3 
Y0 95 MPa 120 MPa 
K 145 MPa 530 MPa 
N 0.0979 0.268 
t 1.5 mm 1.5 mm 

 

Table 2 – Process parameters for box (example 1) and cup (example 2). 

Property Example 1 Example 2 
Punch pitch 70 mm 70 mm 
Stress 70 GPa 210 GPa 
Number of steps 100 100 
Contact Static friction coefficient  = 0.1 Static friction coefficient  = 0.1 

 

Table 2 shows the parameters of the processes for two investigated examples of the box and cup drawing 
processes, correspondingly. Because of the small anisotropy, the sheet is considered to be isotropic. Blank 
is considered to be deformable, while die, punch, and blank holder are assumed to be rigid.  

Move over, the performance of the developed parallel iterative solver is analyzed. 

5. Performance and evaluation procedures 

5.1. Performance evaluation 
The efficient implementation of the parallel iterative solver was developed, which allows to perform the 
post-processing of the initial model and to obtain the modified and final optimized blanks that show the 
measured distribution of transformation timings per domain and computation unit.  
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a) 

 

 b)  c) 

Fig. 3. Performance charts for sample problems. 

Fig. 3 a) presents the graph of the performance evaluation of the sample problem as a function of number 
of processors to computation time. It can be observed that the computational time speeds up with the 
number of processors and reaches an asymptotic limit. The limit can be derived according to an argument 
put forth by Gene Amdahl as formulae (Amdahl, 1967): 

ܣܲܵ ൌ
1

ሺ1 െ ܴሻ  ቀ
ܴ
ܰ
ቁ
 (13)

ௌܯ ൌ ݈݅݉ே→ஶܵܲܣ ൌ
1

1 െ ܴ
 (14)

Where SPA is the Algorithmic speed up, ܯௌis the theoretical limit of the speed up, N is the number of 

processors, ܴ ൌ


ௌା
 is the ratio of the parallel code execution to the total time, S is the serial time, P is 

the parallel time. 

According to the performance chart depicted on Fig. 3, we can conclude that by increasing the mesh size, 
number of partitions, and calculating units the modeling time is observed to be reduced. There is no 
benefit to increase the mesh size beyond 40x40 elements, 8 partitions and 8 processors and the 
computational gain will not worth of cost of adding calculating units. Obviously, the number of partitions 
is derived through logical analysis of the model, whereas there are eight different profiles can be derived 
from the given model, and number of partitions is equivalent to number of calculating units. Increasing 
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the number of units per partition saturates the benefits due to the overhead related to the increase in ratio 
of communication to computation time for each unit. 

5.2. Performance of parallel partitioning 
In this section, the validation and performance of the parallel partition is performed and compared with 
sequential procedure. A number of test problems which parameters are listed in Table 3 were considered. 
In each case different number of partitions and processors were in use and computation time was obtained 
for the test problems. 

Table 3 – Mesh parameters for validation of parallel partitioning performance. 

Mesh Name Type Nodes Elements Partitions 
1 Punch Quad 258 105 1, 2, 4, 8 
2 Cup with flange Quad 401 360 1, 2, 4, 8 
3 Box Quad 1681 1600 1, 2, 4, 8 

 

 

Fig. 4.  Computation time over optimization step and number of partitions (box). 

Fig. 4 shows the dependency between the number of partitions and distribution of the timings over 
optimization steps. 

 It is evident that the initial timing is due to non-positive definiteness before the final shape is reached. As 
the optimizing procedure performs an optimization of the shape, the computation time diminishes. In the 
process of analysis in the shape-optimization loop the time is given per iteration and number of partitions. 
The computations performed with greater number of partitions exhibits that less time consumed per 
optimization step. It is amply showed that with greater number of partition domains observed an 
improvement in timing distribution in the process of the part forming.  

5.3. Evaluation of optimized solution 
Evaluation of the scalability and performance of the sparse schemes is performed for stabilized finite 
element formulation of the model. The timing for a Newton-Raphson iteration is based on the single step, 
which includes the element-level computation, assembly of matrices, and obtaining of a solution of the 
resulting linear system of equations with using Gauss method. Three different meshes with different pitch 
are used for evaluation of the scalability and performance which are listed in Table 4. 

Table 4 – Meshes for evaluation of the scalability and performance. 

0

500

1000

1500

2000

2500

3000

3500

1 2 3 4 5

C
o

m
p

u
ta

ti
o

n
 t

im
e,

 s
ec

.

Optimization step

1 Partition
2 Partitions
4 Partitions
8 Partitions

Copyright(C) 2010 ICCES Proceedings of ICCES’10, pp. 372



Mesh Name Type Nodes Elements Boundary 
Conditions 

1 Punch Quad 258 105 1 
2 Cup with flange Quad 401 360 2 
3 Box Quad 880 832 2 

 
 The timings of the computation are split into the components as follows: 

1. Communication timings (CT). 
2. Formation of the linear system of equations timings (FS). 
3. Partition level products timings (PR). 
4. Computation timings (CM). 

All four components are summed into overall time: 

ܶ ൌ ݐ

ସ

ୀ

 (15)

Using the following metrics, we perform evaluation of the formation and partition components. The 
sample problems listed in Table 4 are evaluated and results are listed in Table 5. 

Table 5 – Computations timing for sample problems. 

Mesh N* CT FS PR CM (%) 

1 1 3.56 37.39 8.60 6.95 
1 5 4.00 18.73 4.46 14.26 
2 1 27.84 1.08 2030.15 19.84 
2 5 26.91 0.38 1145.05 10.47 
3 1 55.93 824.13 1377.27 17.64 
3 5 82.02 1234.08 1872.14 16.22 

*N – optimization step. 
It is observed that the formation and partition components exhibit the growth depending on the 
convergence and the size of the problem. Communication costs increase with the size of the problem and 
complexity of the elements in the mesh. 

6. Discussion on results 

6.1. Influence of thickness variation 
Different factors, causing variations in the thickness in sheet stamping, discussed in the work (Huang et 
al., 2006), were expanded and included in consideration with parallel optimizations. The objective of this 
study is for a given domain to minimize the thickness variations in the formed part. Depending on the 
material properties, different earring profiles are formed or disruption of metal continuity occurs.  Fig. 5 
shows thickness variations along the x, y and 45 degree predicted by simulation. It also shows the 
dependency between distance from the center of the blank and distribution of thickness. It is observed that 
the thickness variation towards the outer side of blank is due to high deformation and suboptimal shape; 
as the number of optimization increases, the thickness variation diminishes. As shown for the case of 
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initial and optimized final blank, the mentioned variations are reduced considerably. This leads to more 
uniform distribution of strains that may be vital for a drawing process.  

a) 

c)

b) 

d) 

Fig. 5.  Thickness variations predicted by simulation in x, y and 45 degree directions. 

 

Fig. 5 shows that excessive flange was observed for both geometries using initial blanks. It is also 
observed that the thickness variation in the center is probably due to the low mesh pitch. In the first 
iteration, shown in Fig. 5 a) along X axis, the thickness reduction is less due to the smaller initial length 
along this direction. Thereafter, during the consecutive iterations, the thickness reduces due to the larger 
geometry along this direction. Fig. 5 b) shows the thickness variation along the Y axis. Marginal 
difference in thickness occurred between iterations, due to similar dimensions of the blanks along this 
direction. Fig. 5 c) shows the thickness variation long the diagonal direction. 

Due to thinning in sheet metal formed parts the defects occur and hence distribution of the thickness 
contributes directly to the quality of part. 
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 a)  b) 

Fig. 6.  a) Thickness covariance over number of process steps in box. b) Thickness covariance over 
number of process steps in cup. 

To analyze the distribution of thickness in the formed part, the covariance of initial invariantܫሺݔሻ and 
formed geometry ܬሺݔ,  ᇱሻ was calculated to obtain the measure of the strength of the correlation betweenݕ
the two invariants (see Sec. 2.3 Shape optimization procedure).  

By definition, the covariance is calculated as follows: 

,ሺܺݒܿ ܻሻ ൌ 〈ሺܺ െ ሻሺܻߤ െ ሻ〉 (16)ߤ

where ߤ ൌ 〈ܺ〉andߤ ൌ 〈ܻ〉are the respective means, replacing X with ܫሺݔሻ and Y with  ܬሺݔ,  ᇱሻ, theݕ
equation can be written explicitly as 

,ሺܺݒܿ ܻሻ ൌ 〈ሺܫሺݔሻ െ ,ݔሺܬሻ൫ߤ 〈ᇱሻ൯ݕ ൌ
ሺݔି̅ݔሻሺݕ െ തሻݕ

ܰ

ே

ୀଵ

 (17)

Taking into account a consideration of the theoretical equality of invariants ܫሺݔሻ ൌ ,ݔሺܬ  ᇱሻ,  it then canݕ
be derived as follows: 

,ሺܺݒܿ ܻሻ ൌ 〈ܺଶ〉 െ 〈ܺଶ〉 ൌ ߪ
ଶ (18)

The thickness covariance shown on Fig. 6 in the formed part should be minimized to provide a good 
solution by improving the flow of the material in the instrument cavities by foregoing dynamic analysis 
with partition domains. Fig. 6 a) shows the thickness covariance in the box which is growing in the first 
iteration due to the suboptimal blank profile determined using empirical equations. Thereafter, from the 
second iteration, the covariance reduces to a larger optimization. Fig. 6 a) shows the thickness covariance 
in the cup which is reduces from the first iteration due to a simpler geometry and high prediction through 
empirical equations for this shape. 

6.2. Optimal blank shape 
Next, the forming results in different strength depending on the directions of the blank. This induces 
considerable difference in the flow of material and hence the results in the blank profile in the formed 
part. 
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Fig. 7. Blank shape profile predicted by optimization algorithm. 

To demonstrate the robustness of the developed greedy algorithm, the initial blanks were considered for 
the flow process. The initial blank contour shown on Fig. 1, has width of 270 mm, and height of 230 mm, 
and final profile after each step of deep drawing of box is shown on Fig. 7. The flow of the material 
differs at various directions due to the intrinsic material properties, anisotropy, yield stress, and strain-
stress dependency. Fig. 7 shows the length and blank profile, using A 6070-O material models at the end 
of the each iteration in blank shape optimization procedure. As the number of iterations increase, the 
flange contour gets closer to the target contour. The shape error reaches a value of 1.60 mm within the 
five iterations as shown in Fig. 7. Any further iteration has a negligible impact on the required blank 
shape profile. 

7. Concluding remarks 
In this paper we presented the parallel methods for simulation of the solution domain by using sparse 
computation schemes. The resulting iterative sparse-based solver shows good scalability and enables 
carrying out simulations in parallel manner in short turnaround times. Tests involving typical forming 
problems indicate that greedy algorithms are capable of providing better optimized shape forms.  
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